
AI Governance 
Checklist for SME 
and NFP Directors

This checklist sets out suggested steps for AI governance in small and medium-sized enterprises (SMEs) and not-for-

profit (NFP) organisations. Each organisation will be at a different stage of this process and will have different resources 

available to them. 

Stage 1: Foundations

 � Understand where your organisation is already using AI: Create an AI inventory or register that your organisation can rely 

on, including AI incorporated within existing cyber or tech products. Establish a process to keep this updated. 

 � Assess where AI could add value to your organisation: Discuss with management how AI can be used to achieve your 

organisation’s strategic objectives. AI use should align with the values and strategy of the organisation, avoiding “AI for 

AI’s sake”.

 � Identify the key risks arising from AI use and how to mitigate these risks: Consider the organisation’s risk appetite for 

AI use. Confirm that AI use is captured by risk controls and incorporated within risk management frameworks/ processes. 

Those with vulnerable clients or stakeholders should take particular care.

 � Establish board and management accountability: Identify who within the organisation has responsibility for decisions 

relating to the development, procurement, use and/or governance of AI. Create clear lines of reporting up to the board and 

consider reporting frequency to the board.

 � Establish a baseline understanding at board and executive level: Given the complexity of the topic, implement 

introductory education sessions or briefings to upskill the board and management. Some resources may be freely available 

or offered on a pro bono basis by experts.

 � Develop AI policies and processes: Develop an AI policy (preferably taking a risk-based use approach) that ideally covers 

the development, procurement, implementation, and use of AI systems. Consider alignment with, and any updates to, 

existing policies (e.g. privacy, data, cybersecurity, procurement).

 � Verify that your data governance is fit-for-purpose: Understand what data your AI draws on. Consider where and how 

this data is stored, used, and accessed. Confirm that privacy and security protections are in place for this data. This is 

particularly critical for those with vulnerable clients or stakeholders. 
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Stage 2: Building 

 � Engage with stakeholders: Stakeholders, particularly workers and customers, can provide valuable insights into the 

development, adoption and use of AI systems. Engage with these stakeholders to understand the impact and potential 

harms of AI systems, especially on vulnerable individuals. Explore whether existing relationships with customers and 

suppliers can be leveraged to lift organisational AI capability. 

 � Confirm that policies allow for access to reasons and mechanisms to contest and provide redress for decisions made by 

AI systems.

 � Support training for those involved in AI use within the organisation. Training may be necessary to understand AI, its risks 

and harms, and responsible AI use.1  Some free modules are available online. 

Stage 3: Continuous development 

 � Ongoing reporting and monitoring: Require mechanisms for ongoing reporting from management to the board, especially on 

mission-critical AI use or systems that could cause individual harm. Board reporting should be refined, and mature over time.

 � For proposed higher-risk AI uses, consider the need for escalation protocols or external expertise to assess the risk of 

harm and the adequacy of mitigation measures. 

 � Periodically re-assess the organisation’s approach: Given the pace of change, boards should regularly seek confirmation 

that management is periodically testing and validating AI policies and processes. The board should also consider how AI risk 

management and strategy needs to evolve.

1   HTI and the National AI Centre (NAIC) have produced a ‘What is AI’ video series for people using or looking to use AI in their organisations. NAIC, in partnership 
with the Institute of Applied Technology, is also offering free AI education for SMEs. 

ABOUT AICD 

The Australian Institute of Company Directors is committed to strengthening society through world-class governance. We aim to be the 

independent and trusted voice of governance, building the capability of a community of leaders for the benefit of society. Our membership 

includes directors and senior leaders from business, government and the not-for-profit sectors.

ABOUT HTI 

The UTS Human Technology Institute (HTI) is an impact-oriented institute building human values into new technologies. Bringing together policy, 

legal and technical experts, HTI provides independent expert advice, policy development, capability building, and data science solutions to 

support government, industry and civil society.

DISCLAIMER  

The material in this publication does not constitute legal, accounting or other professional advice. While reasonable care has been taken in its 

preparation, the AICD and HTI do not make any express or implied representations or warranties as to the completeness, reliability or accuracy 

of the material in this publication. This publication should not be used or relied upon as a substitute for professional advice or as a basis for 

formulating business decisions. To the extent permitted by law, the AICD and HTI exclude all liability for any loss or damage arising out of the 

use of the material in the publication. Any links to third party websites are provided for convenience only and do not represent endorsement, 

sponsorship or approval of those third parties, any products and services offered by third parties, or as to the accuracy or currency of the 

information included in third party websites. The opinions of those quoted do not necessarily represent the view of the AICD or HTI. All details 

were accurate at the time of printing. The AICD and HTI reserve the right to make changes without notice where necessary.

COPYRIGHT  

Copyright strictly reserved. The text, graphics and layout of this document are protected by Australian copyright law and the comparable law of 

other countries. The copyright of this material is vested in the AICD and HTI. No part of this material may be reproduced or transmitted in any 

form, or by any means electronic or mechanical, including photocopying, recording or by any information storage and retrieval systems without 

the written permission of the AICD and HTI. 
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